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SUMMARY

A least-squares meshfree method based on the �rst-order velocity–pressure–vorticity formulation for
two-dimensional incompressible Navier–Stokes problem is presented. The convective term is linearized
by successive substitution or Newton’s method. The discretization of all governing equations is imple-
mented by the least-squares method. Equal-order moving least-squares approximation is employed with
Gauss quadrature in the background cells. The boundary conditions are enforced by the penalty method.
The matrix-free element-by-element Jacobi preconditioned conjugate method is applied to solve the dis-
cretized linear systems. Cavity �ow for steady Navier–Stokes problem and the �ow over a square obsta-
cle for time-dependent Navier–Stokes problem are investigated for the presented least-squares meshfree
method. The e�ects of inaccurate integration on the accuracy of the solution are investigated. Copyright
? 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In computational �uid dynamics (CFD), various �nite elements methods, �nite di�erence
methods or �nite volume methods for incompressible �uid �ow have been developed. Typ-
ically four approaches are commonly taken to implement the discretization process in �nite
element methods based on the velocity–pressure formulation. They are the classical Galerkin
mixed method [1] (including the projection methods [2]), penalty method [3], streamline up-
wind Petrov–Galerkin (SUPG) method [4] and least-squares method [5], respectively. The
classical Galerkin mixed method is restricted by Ladyzhenskaya–Babu�ska–Brezzi (LBB) con-
dition. The resulting algebraic matrix is non-symmetric, and some oscillations on the result
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of pressure are observed. In the penalty method, the penalty parameter a�ects the accuracy
and convergence of the solution. In the SUPG method, resulting algebraic system is non-
symmetric. Thus the leading three methods are not always satisfactory methods for large-scale
problems in CFD. Compared with the former three methods, least-squares method is robust,
which is based on the minimization of the squared residuals. The least-squares method can
overcome the above di�culties. It can reduce oscillations and instability of the solutions from
the methods based on Galerkin formulation, and its resulting system matrix is symmetric and
positive de�nite; it is easier to use equal-order approximations on all variables which are com-
puted in the fully coupled manner and can be e�ciently solved by iterative methods for the
large-scale computation; no special treatments, such as upwinding or adjustable parameters are
required.
In attempts to reduce the meshing-related di�culties, many meshfree methods have been

developed. Among them are the smooth particle hydrodynamics (SPH) [6, 7], generalized
�nite di�erence method (GFDM) [8–10], element-free Galerkin method (EFGM) [11, 12],
reproducing kernel particle method (RKPM) [13, 14], partition of unity �nite element method
(PUM) [15], hp-cloud method [16, 17], meshless local Petrov–Galerkin approach (MLPG)
[18], di�use element method (DEM) [19], etc. Meshfree method does not involve remeshing
process and easy to realize adaptivity strategy. For �uid dynamics problems, the meshfree
methods have recently been employed. Liu et al. [20] used the reproducing kernel particle
method (RKPM) with SUPG formulation to solve 2D advection–di�usion equation. Sadat
and Couturier [21] employed the di�use element method (DEM) with the project method
to study the laminar natural convection problem. Yagawa and Shirazaki [22] applied free
mesh method (FMM) with the weighed residual-Galerkin method to unsteady two-dimensional
incompressible viscous �ow. Cheng and Liu [23] adopted the �nite point method (FPM) with
the discretization de�ned by the positions of points to analyse two-dimensional driven cavity
�ow. Kim and Kim [24] presented some analyses of �uids by meshfree point collocation
method (MPCM). The least-squares meshfree method (LSMFM) was proposed by Park and
Youn [25]. The convergence under inaccurate integration, a posteriori error estimates and an
adaptive scheme of LSMFM has been studied [26, 27] and the convergence behavior and
approximation accuracy on Stokes problem by LSMFM have been presented [28].
Continuing the previous work in reference [28], the LSMFM will be further investigated

in the application to the two-dimensional incompressible Navier–Stokes problem based on the
�rst-order velocity–pressure–vorticity formulation. The numerical results will be discussed.

2. VELOCITY–PRESSURE–VORTICITY FOMULATION

2.1. Steady incompressible Navier–Stokes problem

The steady incompressible Navier–Stokes equations in �rst-order velocity–pressure–vorticity
formulation for two-dimensional problem can be described as the following form:
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Here all variables are non-dimensionalized, ! is the z-component of vorticity, (fx; fy) the
body force vector, and the Reynolds number Re is de�ned as

Re=UD=�

where U is the characteristic velocity, D the characteristic length of the domain � and � the
kinematic viscosity.
The convective term can be linearized by the successive substitution or Newton’s method.

Here both of linearization processes are given in the following.
Steady incompressible Navier–Stokes equations with successive substitution can be ex-

pressed as follows:
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where the subscripts k and k +1 denote the kth and (k +1)th linearization step, respectively.
The above governing equation can be written in a general form of a �rst-order system:

Lu= f (3)

where L is the �rst-order di�erential operator and can be written as

Lu=A1
@u
@x
+A2

@u
@y
+A0u (4)

The coe�cient matrix Ai, the force vector f and u (including velocity, vorticity and pressure)
are given as follows:

A1 =



1 0 0 0

uk 0 1 0

0 uk 0 −1=Re
0 −1 0 0


 ; A2 =



0 1 0 0

vk 0 0 1=Re
0 vk 1 0

1 0 0 0



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If linearization process is completed by Newton’s method, Equation (1) can be written as
follows:
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It can be also written as the standard form of Equation (3), the coe�cient matrices A1 and A2
are same as those from successive substitution, but matrix A0 and force vector f are di�erent
and given as follows:
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(6)

2.2. Time-dependent incompressible Navier–Stokes problem

The time-dependent incompressible Navier–Stokes equations in �rst-order velocity–pressure–
vorticity formulation for two-dimensional problems can be described by the following
dimensionless form:
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For above equations, time discretization can be completed by �-method for the time step
�t= tn+1 − tn. The value of � can be selected among the following schemes.

�=



0 Forward-Euler scheme O(�t)

1=2 Crank-Nicolson scheme O(�t2)

1 Backward-Euler scheme O(�t)

(8)

Backward–Euler scheme and Crank-Nicolson scheme are unconditionally stable and there is
no limitation on the size of the time step. After temporal discretization, Equation (7) can be
written as follows at (n+ 1)th time step:
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where the superscripts n and n+ 1 represent the nth and (n+ 1)th time step, respectively.
As described before, the convective term in governing equations can be linearized by using

the successive substitution method or Newton’s method. Here Newton’s linearization is pre-
sented. Using Newton’s method the linearized convective term at (k + 1)th linearization step
is given as
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Thus we have the following form of the governing equations:
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It should be noted that un+10 = un in above equations.
The above equations can be also written as the standard form of Equation (3) and corre-

sponding u, coe�cient matrix Ai, and the force vector f are given as follows:
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3. MOVING LEAST-SQUARES APPROXIMATION

The moving least-squares (MLS) approximation scheme is widely used in meshfree methods
and is also employed in the present work. Here only calculation scheme for shape functions
and derivatives in terms of linear consistency condition is reviewed. The details can be found
in References [29, 30].
The approximation uh(x) can be expressed as

uh(x) = N(x)û (13a)

ûT = [û1; û2; : : : ; ûn] (13b)

where N(x) is the shape function, ûI approximations to the values of continuous function
u(x) at point xI , and n the number of points in the neighborhood of x for which the weight
function is greater than zero.
The shape functions can be described in the form

NI (x)=�Tp(xI)wI (x) (14)

where � is the coe�cient vector, which is the functions of space coordinates x=[x; y; z]T,
pT(xI)= [p1(xI); p2(xI); : : : ; pm(xI)] a complete monomial basis of m dimensions at point xI ,
and wI (x) the weight function associated with node I which should be compactly supported.
The linear consistency equation can be expressed as follows:∑

I
NI (x)p(xI)= p(x)= [1 x y]T (15)

Substituting Equation (14) into Equation (15) results in

A�= p(x) (16)

where

A(x)=
n∑
I=1
wI (x)p(xI)p(xI)T (17)

The derivatives of � can be obtained by di�erentiation of Equation (16)

A�; i= p; i(x)−A; i� (18)

The derivatives of the shape function are then given by

NI; i= p(xI)T�; i(x)wI (x) + p(xI)T�(x)wI; i(x) (19)

In this paper, linear complete basis in two-dimensional problem is used in numerical examples,
and the following weight functions in Reference [16] are employed:

wI (x)=



√
4=�

(
1− ‖x − xI‖2

r2I

)4
if ‖x − xI‖¡rI

0 if ‖x − xI‖¿rI
(20)
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where rI is the size of nodal support selected by rI = �d with d denoting the nodal spacing
and constant � a chosen proportional coe�cient.

4. THE LEAST-SQUARES FORMULATION

4.1. The least-squares formulation

The least-squares method is based on the minimization of the squared residuals. For the �rst-
order system as the standard form given in Equation (3), the least-squares quadratic functional
for the system is given as follows:

I(u)=
∫
�
(Lu − f)2 d�=

∫
�
(Lu − f)T(Lu − f) d� (21)

In meshfree methods, several approaches are used to evaluate the integrals in the above
equation, such as nodal integration, background cell integration with Gauss quadrature, back-
ground �nite element mesh, etc. In the present paper, background cells are used with Gauss
quadrature. Thus, Equation (21) can be written in the discrete form:

I(u)=
Ncell∑
icell=1

Ngauss∑
jgauss=1

wjgauss(Lu − f)T(Lu − f) (22)

where wjgauss is the weight factor at the integration point (including area information), Ngauss
the number of Gauss integration points in each background cell, and Ncell the total number of
background cells.
For all unknown variables, equal-order local approximation scheme could be employed. It

should be noted that the following necessary condition for the existence of the solution must
be satis�ed:

ncell∑
icell=1

(Ngauss ×Neq)¿Npoint ×Ndof − Nbc (23)

where Neq is the number of governing equations in the �rst-order system, Npoint the total
number of nodes, Ndof the number of degrees of freedom at each node, and Nbc the total
number of speci�ed nodal degrees of freedom at boundaries.
The approximation of u at each integration point can be written as in Equation (13) with

equal-order approximation scheme. Minimizing Equation (22), the system matrix and vector
for jth Gaussian integration point are obtained:

kjgauss =wjgauss(LN)T(LN) (24a)

f jgauss =wjgauss(LN)Tf (24b)

For Equation (13), if there are Ndof variables at each node, the form of the shape function N
is described as follows:

N=[N1I N2I · · · NnI] (25)

where I is the Ndof ×Ndof identity matrix.
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For Equation (2), the component of LN, LNI in Equations (24a) and (24b) can be denoted
as
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For the system linearized by Newton’s method as Equation (5), LNI can be expressed as
follows:
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For the system linearized by Newton’s method for time-dependent Navier–Stokes problem as
Equation (12), LNI can be written as
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Assembling the system matrix and vector by the Gauss integration points in all background
cells, the linear algebraic equation is obtained:

KGÛ=FG (29)

where KG and FG are the global system matrix and vector, respectively, and Û the approxi-
mation to the global vector of nodal unknowns.

KG =
Ncell∑
icell=1

Ngauss∑
jgauss=1

kjgauss (30a)

FG =
Ncell∑
icell=1

Ngauss∑
jgauss=1

f jgauss (30b)
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Figure 1. Quadtree algorithm.

It should be noted that the global system matrix KG is symmetric and positive de�nite. There-
fore, the resulting linear system of Equation (29) can be solved by the matrix-free element-
by-element Jacobi preconditioned conjugate gradient (MFEBEJCG) method. It is simple to
get the Jacobi preconditioned matrix. It needs not to form the global sti�ness matrix at the
evaluation points, so that computation cost can be reduced greatly [31]. It should be men-
tioned that the element-by-element technique is used in FEM because assemblage process is
performed on the element level. In meshfree methods, assemblage process is carried out at
all evaluation points. Here, the same nomenclature is used in the present paper.

4.2. Generation of evaluation points by quadtree algorithm

In Equation (22), the evaluation points and the weight factors should be determined in back-
ground cells. In meshfree methods, there are many simple integration schemes used to generate
evaluation points, such as quadtree=octree algorithm, Delaunay triangulation, Voronoi cell and
so on [32, 33]. In the present work, the quadtree algorithm is used in the two-dimensional
geometry model. Quadtree algorithm is a well-known algorithm in computational geometry,
which is easy to construct evaluation points for the complex model with Gaussian quadrature
rule. The quadtree algorithm used in the present work is as follows (Figure 1):

(i) De�ne the maximum number of nodes Nmax in each background cell. In this work,
di�erent Nmax is used. Nmax =4 is used if the cell does not contain boundary nodes,
or else Nmax =1.

(ii) Give the rectangular background domain to cover the computational domain.
(iii) Initial square background cells are de�ned according to ratio between width and height

of computational domain, here called as mother cells.
(iv) If a mother cell contains more than Nmax nodes, then divide it into four squares with

equal size, called as daughter cells. Loop this step until the number of nodes in the
each cell is less than or equal to Nmax.

(v) Generate the evaluation points in background cells in terms of the given Gaussian
quadrature rule in Table I.

(vi) The evaluation points outside computational domains are not considered in calculation.
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Table I. Gauss quadrature rule for quadtree algorithm.

No. of nodes in cell Quadrature order (rule 1) Quadrature order (rule 2)

0 2× 2 1× 1
1 3× 3 1× 1
2 3× 3 2× 2
3 4× 4 2× 2
4 4× 4 2× 2

Figure 2. The boundary conditions for the cavity �ow.

5. NUMERICAL RESULTS

5.1. Cavity �ow for steady Navier–Stokes problem

The driven-cavity �ow in unit square domain is considered to test the LSMFM for the steady
Navier–Stokes problem.
The boundary conditions are shown in Figure 2. On the top side u=1 and v=0 are given,

and no slip boundary conditions, i.e. u=0, v=0, are prescribed on the left, right and bottom
sides. At the mid-point of the bottom side, the pressure condition p=0 is speci�ed. We have
!= − @u=@y + @v=@x= − 1=h + 0= − 1=h= − 50 at the two upper corners, where h is the
closest distance from the nodes on the left side or the right side to the corresponding node at
the upper corner, !=0 are given at the two bottom corners. As an initial trial solution for
Re=100, u= v=p=!=0 are taken.
In meshfree methods, the nodal distribution will a�ect the computational results. Thus ran-

domly generated nodes will be considered �rst. The four irregular distributions of nodes are
shown in Figure 3. In the present study, the size of nodal support can be changed by the pro-
portional coe�cient �, here �=1:5 is used. The nodal spacing d is de�ned as the maximum
distance from the closest nodes to the given node in four quadrants. The quadtree algorithm is
employed to generate evaluation points in background (quadtree) cells with Gaussian quadra-
ture rule 1. The background domain is coincident with the computational domain.
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Figure 3. Irregular distributions of nodes for the cavity �ow.

The linear basis is used. Equal-order MLS approximation is adopted. The matrix-free
element-by-element Jacobi preconditioned conjugate gradient (MFEBEJCG) method is used
to solve the resulting linear algebraic equations. Newton’ s method is used to linearize the
convective term. Penalty method is used to enforce the boundary conditions in LSMFM. The
residual of the linear system at each variable is used as the stopping criterion of MFEBEJCG
iteration.

max
16i6Npoint×Ndof

|{r}i|¡10−6 (31)

where i denotes the ith degree of freedom.
The stopping criterion for Newton’s linearization is given as

‖Uk+1 −Uk‖2
‖Uk‖2 ¡10−3 (32)

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 46:263–288



LEAST-SQUARES MESHFREE METHOD 275

Figure 4. Pro�les of u-velocity along x=0:5 and v-velocity along y=0:5
for irregular nodal distributions.

where ‖Uk‖2 =
√∑Npoint×Ndof

i=1 (Uki )2 is the L
2-norm of all unknown variables, the subscripts k

and k + 1 denote the kth and the (k + 1)th linearization step, respectively.
Figure 4 shows the results of the horizontal velocity pro�les along x=0:5 and vertical

velocity pro�les along y=0:5 for di�erent irregular distributions of nodes.
Since background cells might not coincide with the complex computational domain, back-

ground cells would cut the boundaries of domain arbitrarily such that the integration becomes
more inaccurate in the vicinity of boundary. Besides this, di�erent Gauss quadrature rule in
background cells will in�uence the accuracy of solution. The following four schemes will be
used to investigate the solution accuracy:

Scheme 1: Irregular nodal distribution (the fourth nodal distribution in Figure 3) with quad-
tree cells. The background domain is coincident with the computational domain.
Gauss quadrature rule 1 in Table I is used.
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Figure 5. Inclined background cells which are not coincident with the computational domain.

Figure 6. Regular nodal distribution where nodes are at the vertices of background cells.
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Figure 7. Pro�les of u-velocity along x=0:5 and v-velocity along y=0:5 for di�erent schemes.

Scheme 2: Irregular nodal distribution (the fourth nodal distribution in Figure 3) with quad-
tree cells. The background domain is inclined in Figure 5, which is not coincident
with the computational domain. Gauss quadrature rule 1 in Table I is used.

Scheme 3: Irregular nodal distribution (the fourth nodal distribution in Figure 3) with quad-
tree cells. The background domain is coincident with the computational domain.
Gauss quadrature rule 2 in Table I is used.

Scheme 4: Regular nodal distribution (in Figure 6). Quadtree algorithm is not used. The
background domain is coincident with the computational domain. The computa-
tional domain is divided into uniform 50× 50 square background cells, where the
vertices of the cells coincide with the nodes. 2× 2 Gauss quadrature is used in each
background cells.
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Figure 8. Convergence history for di�erent schemes.

Here let us de�ne the following relative error of all variables in L2-norm between two schemes,
i.e. between schemes 1 and 2.

Relative error =
‖Uscheme1 −Uscheme2‖2

‖Uscheme1‖2
where

‖Uscheme1‖2 =
√∑Npoint×Ndof

i=1 (Uscheme1i )2

In the above four schemes, the proportional coe�cient �=1:5 is used.
It can be seen from Figure 7 that the results from schemes 1 and 2 are almost coincident.

The relative error of all variables between scheme 1 and scheme 2 in L2-norm is about 2.6%.
Thus the e�ects of inaccurate integration on the accuracy of the solution are quite small. In
comparison with schemes 1 and 3, it can be found that lower-order Gaussian quadrature will
have better accuracy of the solution. For above four schemes, the result in scheme 4 leads to
the best accuracy of the solution. Figure 8 shows the convergence history of the relative L2-
error norm of linearization steps for di�erent schemes. The required numbers of linearization
steps are 5; 5; 4 and 4, respectively.
From above comparisons on the accuracy of the solution, regular nodal distribution and

background cells in scheme 4 will be employed to discuss the e�ect of the size of nodal
support and the order of Gauss quadrature rule on the approximation accuracy in the fol-
lowing computations. According to the number of the background cells, nodes and boundary
conditions, the reduced integration, i.e. one-point integration, can be also used.
Figure 9 presents the results of the horizontal velocity pro�les along x=0:5 and vertical

velocity pro�les along y=0:5 for the di�erent size of nodal support and Gauss quadrature
rules. It can be seen that the results of one-point Gauss integration have better agreement with
those from Ghia et al. than those of higher-order Gauss integrations when the proportional
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Figure 9. Pro�les of u-velocity along x=0:5 and v-velocity along y=0:5 at di�erent sizes of nodal
support and di�erent Gaussian quadrature rules.

size of nodal support � is less than 2.0, but the contrary results are obtained for the large size
of nodal support �=2:0. From Figure 10, it can be found that the results for the proportional
size of nodal support �=1:5 with one-point Gauss integration are comparable to those from
Ghia et al. Too large size of nodal support leads to the bad approximation accuracy because
the shape functions are strongly non-polynomial. Moreover, much more computation cost
is required. Thus in the following calculations �=1:5 and one-point Gauss integration are
employed.
Finally, the cavity �ows at di�erent Reynolds number are investigated. Here the re�ned uni-

form 100× 100 square background cells are used in computation. The vertices of the integra-
tion cells coincide with the nodes. The vorticity boundary conditions at the two
upper corners are given as !=−@u=@y + @v=@x=−1=h+ 0= − 1=h= − 100. In calculation,
u= v=p=!=0 are taken as an initial trial solution for Re=100 and then the convergent
solution for Re=100 is used as the initial guess for Re=400, and so on.
From Figure 11, it can be seen the comparison between the results of LSMFM and those

of Ghia et al. [34] in terms of the velocity components along the central axis of the cavity,
which are almost identical.

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 46:263–288



280 X. K. ZHANG, K.-C. KWON AND S.-K. YOUN

Figure 9. Continued.

Figures 12–14 present the computed results of velocity, streamlines, and the contours of
vorticity and pressure at di�erent Reynolds numbers. The results are in good agreement with
those of Ghia et al. The results are remarkable considering that one-point Gauss rule is used
in the integration.

5.2. Flow over a square obstacle for time-dependent Navier–Stokes problem

For time-dependent Navier–Stokes problem, the �ow over a square obstacle is analysed to
investigate the LSMFM. The computational domain is divided into uniform square background
cells, where the vertices of the cells coincide with the nodes. The regular nodal distribution
will be generated. Figure 15 gives the geometry of the computational domain and background
cells (9934 cells and 9641 nodes). The boundary conditions are given as follows [35]: uniform
velocity u=1, v=0 are enforced at the inlet, p=!=0 are given at the out�ow boundary,
no-slip conditions u= v=0 are imposed along the walls and the square obstacle.
In calculation, u= v=p=!=0 are taken as an initial trial solution and Reynolds number

is 200. Backward-Euler time scheme is employed with time step �t=1:0. One Newton’s
linearization step is used in each time step. As mentioned before, the value of � for the
support size is 1.5 and one-point Gauss quadrature can be adopted in uniform background
cells when the computation condition is satis�ed in Equation (23). Penalty method is used
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Figure 10. Pro�les of u-velocity along x=0:5 and v-velocity along y=0:5 at di�erent sizes of nodal
support with one-point quadrature.

to enforce the boundary condition in LSMFM. Equal-order MLS approximation is employed.
The matrix-free element-by-element Jacobi preconditioned conjugate gradient (MFEBEJCG)
method is used to solve the resulting linear algebraic equations. The stopping criterion of
MFEBEJCG iteration is given as Equation (31). The following criterion is used to judge
when the steady-state solution is obtained:

‖Un+1 −Un‖2
‖Un‖2 ¡10−5 (33)

where the superscripts n and n+1 represent the nth and the (n+1)th time step, respectively.

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 46:263–288



282 X. K. ZHANG, K.-C. KWON AND S.-K. YOUN

Figure 11. Pro�les of u-velocity along x=0:5 and v-velocity along y=0:5 at di�erent Reynolds numbers
(the size of nodal support �=1:5; one-point quadrature).

Figure 16 presents the results of streamline at t=1; 2; 5; 11; 21 and 31, respectively. At
t=31, the solution gives the convergent results, which satisfy the stopping criterion in Equa-
tion (33), and the eddy occurs near x=4, which agrees well with the results from references
[35–37]. Figure 17 gives contours of pressure and vorticity at t=31.

6. SUMMARY AND CONCLUSIONS

The least-squares meshfree method (LSMFM) has been presented for the numerical analysis
of incompressible Navier–Stokes problem. Velocity–pressure–vorticity formulation for two-
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Figure 12. Numerical results for cavity �ow at Re=100: (a) Velocity; (b) Streamline;
(c) Pressure; and (d) Vorticity.

dimensional incompressible Navier–Stokes problem has been presented. Equal-order moving
Least–Squares (MLS) approximation with Gauss quadrature in background cells was em-
ployed. Quadtree algorithm was employed to construct background cells with irregular distri-
butions of nodes. The results of cavity �ow for steady Navier–Stokes problem and the �ow
over a square obstacle for time-dependent Navier–Stokes problem by LSMFM compare well
with the benchmarks.
For a second-order system, at least quadratic completeness for MLS shape functions is

required to ensure convergence since the second derivative of the variable is involved, so
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Figure 13. Numerical results for cavity �ow at Re=400: (a) Velocity; (b) Streamline;
(c) Pressure; and (d) Vorticity.

the quadratic basis function and large size of nodal supports should be used. But for �rst-
order velocity–pressure–vorticity system, only linear basis function shape functions can be
used. Also, costly solutions of Poisson equation are avoided. However, the discretized system
must be solved e�ciently due to the increase of unknown variables and additional equa-
tions. For LSMFM, the resulting system is symmetric and positive de�nite, and can be e�-
ciently solved by iterative methods for large-scale problems. All examples in the present work
are computed by matrix-free element-by-element Jacobi preconditioned conjugate method.
For LSMFM, equal-order approximation can be applied to all the variables. All governing
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Figure 14. Numerical results for cavity �ow at Re=1000: (a) Velocity; (b) Streamline;
(c) Pressure; and (d) Vorticity.

Figure 15. Background cells in time-dependent Navier–Stokes problem.
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Figure 16. Streamlines at di�erent time steps at Re=200 and times: (a) 1.0; (b) 2.0; (c) 5.0;
(d) 11.0; (e) 21.0; and (f) 31.0.

Figure 17. Pressure and voriticty contours at t=31:0 for Re=200: (a) Pressure; and (b) Vorticity.

equations are computed in the fully coupled manner. No special treatments, such as upwind-
ing or adjustable parameters are required.
For LSMFM, the numerical results will be a�ected by the nodal distribution, the size of

nodal support and the order of Gauss quadrature in background cell. The e�ects of inaccurate
integration on the accuracy of the solution in LSMFM are quite small. Whether for irregular
nodal distribution with quadtree background cells or regular nodal distribution with element-
like background cells where the vertices of the cells coincide with the nodes, lower-order
Gaussian quadrature has given better accuracy of the solution because it reduces the resid-
ual of governing equations much closer to zero. In element-like background cells, when the
computation condition for the existence of the solution is satis�ed, LSMFM gives excellent
results using just one-point Gauss quadrature.
LSMFM preserves the useful meshfree properties. It is easier to generate nodes in preproces-

sor and implement an adaptive strategy. The adaptive analysis using LSMFM on computational
�uid dynamics will be presented in future.
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